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doing research
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A paper’s impact on your career

Paper quality
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Bad Ok Pretty good Creative, original 
and good.



Our image of the research community

• Scholars, plenty of time on their hands, 
pouring over your manuscript.



The reality:   
more like a large, crowded marketplace
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Ted Adelson on how to write a good paper

(1) Start by stating which problem you are addressing, keeping the   
  audience in mind.  They must care about it, which means that sometimes  
  you must tell them why they should care about the problem.   

(2) Then state briefly what the other solutions are to the problem, and why 
they aren't satisfactory.  If they were satisfactory, you wouldn't need to   
  do the work.   

(3) Then explain your own solution, compare it with other   
  solutions, and say why it's better.   

(4) At the end, talk about related work where similar techniques and 
experiments have been used, but applied to a different problem.   

Since I developed this formula, it seems that all the papers I've written 
have been accepted.  (told informally, in conversation, 1990).



Example paper organization:   
removing camera shake from a single photograph  

 

1 Introduction 
2 Related work 
3 Image model 
4 Algorithm 

Estimating the blur kernel 
Multi-scale approach 
User supervision 

Image reconstruction 
5 Experiments 

Small blurs 
Large blurs 
Images with significant saturation 

6 Discussion













The introduction

1 Introduction 
2 Related work 
3 --Main idea-- 
4 Algorithm 

Estimating the blur kernel 
Multi-scale approach 
User supervision 

Image reconstruction 
5 Experiments 

Small blurs 
Large blurs 
Images with significant saturation 

6 Discussion



Jim Kajiya:  write a dynamite introduction

You must make your paper easy to read. You've got to make it 
easy for anyone to tell what your paper is about, what 
problem it solves, why the problem is interesting, what is 
really new in your paper (and what isn't), why it's so neat. 
And you must do it up front. In other words, you must 
write a dynamite introduction.



Underutilized technique:  explain the main idea 
with a simple, toy example.

1 Introduction 
2 Related work 
3 Main idea 
4 Algorithm 

Estimating the blur kernel 
Multi-scale approach 
User supervision 

Image reconstruction 
5 Experiments 

Small blurs 
Large blurs 
Images with significant saturation 

6 Discussion

Often useful here.



Show simple toy examples to let people 
get the main idea  

From 
“Shiftable 
multiscale 
transforms”



Steerable filters simple example



Experimental results are critical now at CVPR

1 Introduction 
2 Related work 
3 Image model 
4 Algorithm 

Estimating the blur kernel 
Multi-scale approach 
User supervision 

Image reconstruction 
5 Experiments 

Small blurs 
Large blurs 
Images with significant saturation 

6 Discussion

Gone are the days of, “We think 
this is a great idea and we expect it 
will be very useful in computer 
vision.  See how it works on this 
meaningless, contrived problem?”



Experimental results from Fergus et al paper

19



20

Experimental results from a later 
deblurring paper



How to end a paper

1 Introduction 
2 Related work 
3 Image model 
4 Algorithm 

Estimating the blur kernel 
Multi-scale approach 
User supervision 

Image reconstruction 
5 Experiments 

Small blurs 
Large blurs 
Images with significant saturation 

6 Discussion

Conclusions, or what this opens up, or how this can change how 
we approach computer vision problems.



How not to end a paper

1 Introduction 
2 Related work 
3 Image model 
4 Algorithm 

Estimating the blur kernel 
Multi-scale approach 
User supervision 

Image reconstruction 
5 Experiments 

Small blurs 
Large blurs 
Images with saturation 

6 Discussion

Future work?

I can’t stand “future work” sections.  
It’s hard to think of a weaker way 
to end a paper.   

“Here’s a list all the ideas we wanted to do but 
couldn’t get to work in time for the conference 
submission deadline.  We didn’t do any of the 
following things:  (1)...” 

(You get no “partial credit” from reviewers and readers 
for neat things you wanted to do, but didn’t.) 

“Here’s a list of good ideas that you should now go 
and do before we get a chance.” 

Better to end with a conclusion or a summary, or you can 
say in general terms where the work may lead.



General writing tips

23



Knuth:  keep the reader upper-most 
in your mind.



Treat the reader as you would a guest  
in your house

Anticipate their needs:   would you like something to drink?  
Something to eat?  Perhaps now, after eating, you’d like to rest?



Writing style, from the elements of style, Stunk and White



Re-writing exercise

27

The underlying assumption of this work is that the estimate of a given 
node will only depend on nodes within a patch:  this is a locality 
assumption imposed at the patch-level.  This assumption can be 
justified in case of skin images since a pixel in one corner of the 
image is likely to have small effect on a different pixel far away 
from itself.  Therefore, we can crop the image into smaller windows, 
as shown in Figure 5, and compute the inverse J matrix of the cropped 
window.  Since the cropped window is much smaller than the input 
image, the inversion of J matrix is computationally cheaper.  Since we 
are inferring on blocks of image patches (i.e. ignoring pixels outside 
of the cropped window), the interpolated image will have blocky 
artifacts.  Therefore, only part of xMAP is used to interpolate the 
image, as shown in Figure 5.

Text from a CVPR Workshop paper I’m co-author on.



Re-writing exercise

28

The underlying assumption of this work is that the estimate of a given 
node will only depend on nodes within a patch:  this is a locality 
assumption imposed at the patch-level.  This assumption can be 
justified in case of skin images since a pixel in one corner of the 
image is likely to have small effect on a different pixel far away 
from itself.  

We assume local influence--that nodes only depend on other nodes 
within a patch.  This condition often holds for skin images, which have 
few long edges or structures. 

Original:

Revised:



Re-writing exercise

29

Therefore, we can crop the image into smaller windows, 
as shown in Figure 5, and compute the inverse J matrix of the cropped 
window.  Since the cropped window is much smaller than the input 
image, the inversion of J matrix is computationally cheaper.   

We crop the image into small windows, as shown in Fig. 5, and compute 
the inverse J matrix of each small window.   This is much faster than 
computing the inverse J matrix for the input image. 

Original:

Revised:



Re-writing exercise

30

Since we 
are inferring on blocks of image patches (i.e. ignoring pixels outside 
of the cropped window), the interpolated image will have blocky 
artifacts.  Therefore, only part of xMAP is used to interpolate the 
image, as shown in Figure 5. 

To avoid artifacts from the block processing, only the center region 
of xMAP is used in the final image, as shown in Fig. 5. 

Original:

Revised:



Re-writing exercise

31

The underlying assumption of this work is that the estimate of a given 
node will only depend on nodes within a patch:  this is a locality 
assumption imposed at the patch-level.  This assumption can be 
justified in case of skin images since a pixel in one corner of the 
image is likely to have small effect on a different pixel far away 
from itself.  Therefore, we can crop the image into smaller windows, 
as shown in Figure 5, and compute the inverse J matrix of the cropped 
window.  Since the cropped window is much smaller than the input 
image, the inversion of J matrix is computationally cheaper.  Since we 
are inferring on blocks of image patches (i.e. ignoring pixels outside 
of the cropped window), the interpolated image will have blocky 
artifacts.  Therefore, only part of xMAP is used to interpolate the 
image, as shown in Figure 5. 

We assume local influence--that nodes only depend on other nodes 
within a patch.  This condition often holds for skin images, which 
have few long edges or structures.  We crop the image into small 
windows, as shown in Fig. 5, and compute the inverse J matrix of each 
small window.  This is much faster than computing the inverse J matrix 
for the input image.  To avoid artifacts from the block processing, 
only the center region of xMAP is used in the final image, as shown in 
Fig. 5.

Before

After

This editing benefits you twice:  (1) you have 50% more space to tell your story, and 
(2) the text is easier for the reader to understand.



It should be easy to read the 
paper in a big hurry and still 
learn the main points.  Probably 
most of your readers will be 
skimming the paper.

The figures and captions can 
help tell the story.   

So the figure captions 
should be self-contained 

and the caption should 
tell the reader what to 

notice about the figure.

Figures and captions



Knuth on equations



Mermin on equations



Tone:  be kind and gracious

• My initial comments. 
• My advisor’s comments to me.





Efros’s comments within our texture 
synthesis paper about competing methods.

Written from a position of security, not competition



Develop a reputation for being clear and reliable 
(and for doing creative, good work…)

• There are perceived pressures to over-sell, hide 
drawbacks, and disparage others’ work.  Don’t 
succumb.  (That’s in both your long and short-
term interests). 

• “because the author was Fleet, I knew I could trust 
the results.”  [a conference chair discussing some 
of the reasons behind a best paper prize selection].



Be honest, scrupulously honest

Convey the right impression of 
performance.  

MAP estimation of deblurring.  We didn’t know why it didn’t work, but we 
reported that it didn’t work.  Now we think we know why.  Others have gone 
through contortions to show why they worked.



Author order
• Some communities use alphabetical order 

(physics, math). 
• For biology, it’s like bidding in bridge. 
• Engineering seems to be:  in descending order of 

contribution. 
• Should the advisor be on the paper? 

– Did they frame the problem? 
– Do they know anything about the paper? 
– Do they need their name to appear on the papers for 

continued grant support?

My experiences with having names on papers



Author list

• My rule of thumb:  All that matters is how good the paper 
is.  If more authors make the paper better, add more 
authors.  If someone feels they should be an author, and 
you trust them and you’re on the fence, add them 

• It’s much better to be one of many authors on a great paper 
than to be one of just a few authors on a mediocre paper. 

• The benefit of a paper to you is a very non-linear function 
of its quality: 
– A mediocre paper is worth nothing. 
– Only really good papers are worth anything.  
 



Title?



Our title

• Was:   
– Shiftable Multiscale Transforms. 

• Should have been: 
– What’s Wrong with Wavelets?



How papers are evaluated

After the papers come in: 
• Program chairs assign each paper to an area chair. 
• Area chairs assign each of their papers to 3 (or for SIGGRAPH, 5) 

reviewers. 
• Reviewers read and review 5 – 15 papers. 
• Authors respond to reviews. 
• Area chairs read reviews and author/reviewer dialog and look at 

paper and decide whether to reject or accept as poster or oral talk.  
The area chair may have 30 or so papers to handle.



Strategy tips

45



From an area chair’s point of view, the 
types of papers in your pile

• About 1/3 are obvious rejects 
• In the whole set, maybe 1 is a really nice 

paper--well-written, great results, good idea.  
That will be an oral presentation. 

• The rest are borderline, and these fall into 
two camps...

46



• The Cockroach 
• The Puppy with 6 toes A delightful paper, but with some 

easy-to-point-to flaw.  This flaw may 
not be important (like 6 toes on a 
puppy), but makes it easy to reject 
the paper, even though it’s so fresh 
and wonderful. Maybe 2/3 of these 
get rejected (sadly), and 1/3 get in as 
posters.  If you have a rejected 
puppy, address the flaws, resubmit 
next time, and then perhaps it will be 
accepted and selected for an oral 
presentation.

From an area chair’s point of view, the 
two types of borderline papers...

47
http://www.imgion.com/white-cute-puppy/

You try, but you can’t find a way to kill this 
paper. While there’s nothing too exciting 
about it, it’s pretty well written, the reviews 
are ok, the results show an incremental 
improvement.  Yet another kind of boring 
CVPR paper.  Probably 2/3 of these papers 
get accepted as posters, and 1/3 get rejected.

http://www.amazon.com/Fun-World-
Costumes-Cockroach-Costume/dp/
B0038ZQYRC

http://www.amazon.com/Fun-World-Costumes-Cockroach-Costume/dp/B0038ZQYRC
http://www.amazon.com/Fun-World-Costumes-Cockroach-Costume/dp/B0038ZQYRC
http://www.amazon.com/Fun-World-Costumes-Cockroach-Costume/dp/B0038ZQYRC


Quick and easy reasons to reject a paper

• Do the authors not deliver what they promise? 
• Are important references missing (and therefore one suspects 

the authors not up on the state-of-the-art for this problem)? 
• Are the results too incremental (too similar to previous work)? 
• Are the results believable (too different than previous work)? 
• Is the paper poorly written?   
• Are there mistakes or incorrect statements?

With the task of rejecting at least 75% of the submissions, 
area chairs are groping for reasons to reject a paper.  Here’s a 
summary of reasons that are commonly used:



Sources on writing technical papers
• How to Get Your SIGGRAPH Paper Rejected, Jim Kajiya, 

SIGGRAPH 1993 Papers Chair, http://www.siggraph.org/publications/
instructions/rejected.html 

• Ted Adelson's Informal guidelines for writing a paper, 1991. http://
www.ai.mit.edu/courses/6.899/papers/ted.htm 

• Notes on technical writing, Don Knuth, 1989.  

• What's wrong with these equations, David Mermin, Physics 
Today, Oct., 1989. http://www.ai.mit.edu/courses/6.899/papers/mermin.pdf 

• Notes on writing by Fredo Durand, people.csail.mit.edu/fredo/
PUBLI/writing.pdf and Aaron Hertzmann, http://
www.dgp.toronto.edu/~hertzman/advice/writing-technical-
papers.pdf 

• Three sins of authors in computer science and math, Jonathan 
Shewchuck, http://www.cs.cmu.edu/~jrs/sins.html 

• Ten Simple Rules for Mathematical Writing, Dimitri P. Bertsekas  
http://www.mit.edu:8001/people/dimitrib/Ten_Rules.html

http://www.ai.mit.edu/courses/6.899/papers/knuthAll.pdf

http://www.dgp.toronto.edu/~hertzman/advice/writing-technical-papers.pdf
http://www.dgp.toronto.edu/~hertzman/advice/writing-technical-papers.pdf
http://www.dgp.toronto.edu/~hertzman/advice/writing-technical-papers.pdf
http://www.ai.mit.edu/courses/6.899/papers/knuthAll.pdf

